
Model Parallelism: Building and Deploying Large Neural Networks 

ID MPBDLNN   Prix sur demande   Durée 1 jour

Pré-requis

Familiarity with: 

Good understanding of PyTorch
Good understanding of deep learning and data parallel
training concepts
Practice with deep learning and data parallel are useful, but
optional

Objectifs

In this workshop, participants will learn how to: 

Train neural networks across multiple servers
Use techniques such as activation checkpointing, gradient
accumulation, and various forms of model parallelism to
overcome the challenges associated with large-model
memory footprint
Capture and understand training performance
characteristics to optimize model architecture
Deploy very large multi-GPU models to production using
NVIDIA Triton™ Inference Server
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